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Abstract
Casting semantic segmentation of outdoor LiDAR point

clouds as a 2D problem, e.g., via range projection, is an
effective and popular approach. These projection-based
methods usually benefit from fast computations and, when
combined with techniques which use other point cloud
representations, achieve state-of-the-art results. Today,
projection-based methods leverage 2D CNNs but recent ad-
vances in computer vision show that vision transformers
(ViTs) have achieved state-of-the-art results in many image-
based benchmarks. In this work, we question if projection-
based methods for 3D semantic segmentation can benefit
from these latest improvements on ViTs. We answer posi-
tively but only after combining them with three key ingre-
dients: (a) ViTs are notoriously hard to train and require
a lot of training data to learn powerful representations.
By preserving the same backbone architecture as for RGB
images, we can exploit the knowledge from long training
on large image collections that are much cheaper to ac-
quire and annotate than point clouds. We reach our best
results with pre-trained ViTs on large image datasets. (b)
We compensate ViTs’ lack of inductive bias by substituting
a tailored convolutional stem for the classical linear em-
bedding layer. (c) We refine pixel-wise predictions with a
convolutional decoder and a skip connection from the con-
volutional stem to combine low-level but fine-grained fea-
tures of the the convolutional stem with the high-level but
coarse predictions of the ViT encoder. With these ingre-
dients, we show that our method, called RangeViT, out-
performs existing projection-based methods on nuScenes
and SemanticKITTI. The code is available at https://
github.com/valeoai/rangevit.

1. Introduction
Semantic segmentation of LiDAR point clouds permits

vehicles to perceive their surrounding 3D environment in-
*This project was done during an internship at Valeo.ai.
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Figure 1. Exploiting vision transformer (ViT) architectures
and weights for LiDAR point cloud semantic segmentation.
We leverage the flexibility of transformer-based architectures to
re-purpose them with minimal changes for processing sparse point
clouds in autonomous driving tasks. The common ViT backbone
across modalities allows to effectively transfer weights pre-trained
on large image repositories towards improving point cloud seg-
mentation performance with fine-tuning.

dependently of the lighting condition, providing useful in-
formation to build safe and reliable vehicles. A common
approach to segment large scale LiDAR point clouds is to
project the points on a 2D surface and then to use regular
CNNs, originally designed for images, to process the pro-
jected point clouds [1, 11, 26, 36, 60, 66]. Recently, Vision
Transformers (ViTs) were introduced as an alternative to
convolutional neural networks for processing images [14]:
images are divided into patches which are linearly embed-
ded into a high-dimensional space to create a sequence of
visual tokens; these tokens are then consumed by a pure
transformer architecture [51] to output deep visual repre-
sentations of each token. Despite the absence of almost
any domain-specific inductive bias apart from the image to-
kenization process, ViTs have a strong representation learn-
ing capacity [14] and achieve excellent results on various

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.
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image perception tasks, such as image classification [14],
object detection [8] or semantic segmentation [45].

Inspired by this success of ViTs for image understand-
ing, we propose to implement projection-based LiDAR se-
mantic segmentation with a pure vision transformer archi-
tecture at its core. Our goals are threefold in doing so: (1)
Exploit the strong representation learning capacity of vision
transformer for LiDAR semantic segmentation; (2) Work
towards unifying network architectures used for process-
ing LiDAR point clouds or images so that any advance in
one domain benefits to both; (3) Show that one can lever-
age ViTs pre-trained on large-size natural image datasets
for LiDAR point cloud segmentation. The last goal is cru-
cial because the downside of having few inductive biases in
ViTs is that they underperform when trained from scratch
on small or medium-size datasets and that, for now, the only
well-performing pre-trained ViTs [9,14,45] publicly avail-
able are trained on large collections of images that can be
acquired, annotated and stored easier than point clouds.

In this context, our main contribution is a ViT-based Li-
DAR segmentation approach that compensates ViTs’ lack
of inductive biases on our data and that achieves state-of-
the-art results among projection-based methods. To the best
of our knowledge, although works using ViT architectures
on dense indoor point clouds already exists [63, 67], this is
the first solution using ViTs for the LiDAR point clouds
of autonomous driving datasets, which are significantly
sparser and noisier than the dense depth-map-based points
clouds found in indoor datasets. Our solution, RangeViT,
starts with a classical range projection to obtain a 2D rep-
resentation of the point cloud [11, 26, 36, 60]. Then, we
extract patch-based visual tokens from this 2D map and
feed them to a plain ViT encoder [14] to get deep patch
representations. These representations are decoded using a
lightweight network to obtain pixel-wise label predictions,
which are projected back to the 3D point cloud.

Our finding is that this ViT architecture needs three key
ingredients to reach its peak performance. First, we lever-
age ViT models pre-trained on large natural image datasets
for LiDAR segmentation and demonstrate that our method
benefits from them despite the fact that natural images dis-
play little resemblance with range-projection images. Sec-
ond, we further compensate for ViTs’ lack of inductive bias
by substituting the classical linear embedding layer with a
multi-layer convolutional stem. Finally, we refine pixel-
wise predictions with a convolutional decoder and a skip
connection from the convolutional stem to combine low-
level but fine-grain features of the convolutional stem with
the high-level but coarse predictions of the ViT encoder.

In summary, our contributions are the following: (1)
To the best of our knowledge, we are the first to exploit
the strong representation learning capacity of vision trans-
formers architectures for 3D semantic segmentation from

LiDAR point clouds. By revisiting, in the context of our
problem, the tokenization process of the ViT’s encoder and
adding a light-weight convolutional decoder for refining the
coarse patch-wise ViT representations, we derive a sim-
ple but effective projection-based LiDAR segmentation ap-
proach, which we call RangeViT. (2) Furthermore, as shown
in Fig. 1, the proposed approach allows one to harness
ViT models pre-trained on the RGB image domain for the
LiDAR segmentation problem. Indeed, despite the large
gap between the two domains, we empirically demonstrate
that using such pre-training strategies improves segmenta-
tion performance. (3) Finally, our RangeViT approach, de-
spite its simplicity, achieves state-of-the-art results among
project-based segmentation methods.

2. Related work
2.1. CNNs for Point Cloud Segmentation

2D Methods Several works [3,11,24,26,28,36,42,47,50,
60, 64, 66, 70] project the 3D point cloud into the 2D space
with range, perspective or bird’s-eye-view (BEV) projec-
tion and process the projected images with 2D CNNs. For
instance, PolarNet [66] employs bird’s-eye-view projection
to polar coordinates and then processes the bird-eye-view
features with a Ring CNN. DarkNetSeg [3], SalsaNext [11],
KPRNet [26], RangeNet++ [36], Lite-HDSeg [42] and
SqueezeSegV3 [60] use range projection and then process
the input images with a U-Net-like architecture. PMF [70],
a multi-modal segmentation approach for point clouds and
RGB images [2, 29, 53, 65, 70], projects the 3D points onto
2D camera frames and processes them together with the
RGB images using a dual-stream CNN network.
3D Methods Instead of the 2D space, voxel-based ap-
proaches [20,22,35,46] process the point clouds in their 3D
space by first dividing the 3D space into voxels using carte-
sian coordinates and then applying 3D convolutions. Cylin-
der3D [69] show that dividing the 3D space into voxels us-
ing cylindrical coordinates instead of cartesian improves the
segmentation performance. Although voxel-based methods
consider the geometric properties of the 3D space, their
drawback is that they are computationally expensive.

Also, for indoor-scene point cloud segmentation there
are many methods [15, 37, 47, 52, 54, 56, 58, 62] relying
on PointNet-inspired architectures [38] that directly process
raw 3D points. However, these approaches cannot be easily
adapted to outdoor-scene point cloud segmentation, which
we consider in this work, as the large quantity of points
cause computational difficulties.

2.2. ViTs for Point Cloud Segmentation

The recent rise to prominence of ViT architectures in
computer vision has inspired a series of works for indoor
point cloud segmentation [31, 57, 63, 67, 68].
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Processing point clouds with a ViT model can be chal-
lenging and computationally expensive due to the large
number of points. Point-BERT [63] uses farthest point sam-
pling [39] and the K-NN algorithm to define input tokens
for the transformer. Also, it proposes a self-supervised pre-
training strategy for point data inspired by the masked token
modeling approaches in the RGB image [23] and text [13]
domains. Point Transformer [67] has a U-Net-like architec-
ture but without convolutional layers and it integrates self-
attention mechanism in all of its blocks. Finally, Bridged
Transformer [57] jointly processes point clouds and RGB
images with a fully transformer-based architecture.

Using a transformer-based architecture for the semantic
segmentation task on outdoor LiDAR point clouds remains
challenging. To the best of our knowledge, there has been
no work published yet about outdoor LiDAR point cloud
semantic segmentation with a ViT-based architecture.

2.3. Transfer Learning from Images to Point Clouds

ViT models have the capacity to learn powerful repre-
sentations, but require vast amounts of training data for it.
However, large LiDAR point cloud datasets are less com-
mon due to the costly and time consuming annotation pro-
cedure. Recent works [21,32,40,43,55,61] explore transfer
learning of 2D image pre-trained models to 3D point clouds.

Image2Point [61] converts a 2D CNN into a 3D sparse
CNN [61] by inflating 2D convolutions into 3D convo-
lutions, which is done by repeating the 2D kernel along
the third dimension. SLidR [43] is a self-supervised pre-
training method on LiDAR data. It uses a student-teacher
architecture, where the 2D teacher network pre-trained on
images transfers information into the 3D student network.
Pix4Point [40] and Simple3D-Former [55] study transfer
learning from images to indoor point clouds with fully
transformer-based architectures. They adapt the tokenizer
and the head layer to be specialized for 3D point cloud
data. Pix4Point [40] applies farthest point sampling [39],
the K-NN algorithm and then a graph convolution on the
aggregated neighborhoods to extract input tokens for the
ViT encoder. Simple3D-Former [55] memorizes the Ima-
geNet [12] representation of 2D image classification by in-
corporating a KL divergence term in the loss between its 2D
image classification predictions and those obtained from a
fixed ImageNet [12] pre-trained ViT network.

3. RangeViT
In this section, we describe our ViT-based LiDAR se-

mantic segmentation approach, for which we provide an
overview in Fig. 2.

3.1. General architecture

We represent a LiDAR point cloud of N points with a
matrix P ∈ RN×4. Each point p = (x, y, z, i) ∈ P has

Cartesian coordinates denoted by (x, y, z) and LiDAR in-
tensity denoted by i, and is annotated with a label ℓ ∈
{1, . . . ,K} encoding one of the K semantic classes.

Range projection. The input of our RangeViT backbone
is a 2D representation of the input point cloud. We use the
well-known range projection [36]. Each point p ∈ P with
coordinates (x, y, z) is projected on a range image of size
H ×W . The projected 2D coordinates satisfies(

h
w

)
=

(
1
2

(
1− arctan(y, x)π−1

)
W(

1− (arcsin(z, r−1) + |fdown|)f−1
v

)
H

)
, (1)

where fv = |fdown| + |fup| is the vertical field-of-view
of the LiDAR sensor. We associate C=5 low-level fea-
tures (r, x, y, z, i) to each projected point, where r =√

x2 + y2 + z2 is the range of the corresponding point (i.e.,
its distance from the LiDAR sensor), to create the range im-
age I ∈ RC×H×W . Note that if more than one point is
projected onto the same pixel, then only the feature with
the smallest range is kept. Pixels with no point projected on
them have their features filled with zeros.

Convolutional stem. In a standard ViT, the image is di-
vided into M patches of size PH × PW , which are linearly
embedded to provide D-dimensional visual tokens. Yet,
our empirical study in Sec. 4.2 shows that this tokenization
process of standard ViTs is far from optimal on both our
task and datasets of interest. In order to bridge this poten-
tial domain gap between range images and standard ViTs,
we replace the embedding layer with a non-linear convolu-
tional stem [59]. Non-linear convolutional stems have been
shown to increase optimization stability and predictive per-
formance of ViTs [59], whereas we leverage them primarily
for steering range images towards ViT-like inputs.

The first part of the convolutional stem consists of the
first 4 residual blocks of SalsaNext [11], called context
module. This context module captures short-range depen-
dencies of the 3D points projected in the range image and
produces pixel-wise features with Dh channels at the same
resolution of the input range image, hence the tensor of
context features tc has size Dh × H × W .1 Then, in or-
der to produce tokens compatible with the input of a ViT,
we use an average pooling layer that reduces the spatial
dimensions of the context features tc from H × W to
(H/PH) × (W/PW ), and use a final 1×1 convolutional
layer with D output channels. The convolutional stem thus
yields M = (HW )/(PHPW ) visual tokens v1, . . . ,vM of
dimension D, i.e., matching the input dimension and num-
ber of tokens of a traditional ViT.

1The first 3 residual layers actually have Din = 32 channels, which is
typically smaller than Dh.
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Figure 2. Overview of RangeViT architecture. First, the point cloud is projected in a 2D space with range projection. Then, the produced
range image is processed by the convolutional stem, the ViT encoder and the decoder to obtain a 2D feature map. It is then processed by a
3D refiner layer for 3D point-wise predictions. Note that there is a single skip connection between the convolutional stem and the decoder.

ViT encoder. The output of the convolutional stem can be
fed directly to a ViT [14]. The input t0 to our ViT encoder is
prepared by stacking all the visual tokens v1, . . . ,vM and
a classification token vclass ∈ RD, to which we add the po-
sitional embeddings Epos ∈ R(M+1)×D:

t0 = [vclass,v1, . . . ,vM ] +Epos. (2)

The input tokens are then transformed by the ViT encoder
to obtain an updated sequence of tokens tL ∈ R(M+1)×D,
where L denotes the number of transformer blocks. Then,
we remove the classification token from tL to keep only the
deep patch representations t′L ∈ RM×D.

Decoder. The representations t′L provided by the ViT en-
coder are patch representations which are unfortunately too
coarse to obtain good point predictions. Therefore, we
use a decoder to refine these coarse patch representations.
First, t′L is reshaped in form of a 2D feature map of size
D ×H/PH ×W/PW . Our convolutional decoder consists
of a 1×1 convolution layer with DhPHPW output channels,
followed by a Pixel Shuffle layer [44] which yields feature
maps with shape Dh ×H ×W , i.e., with the same resolu-
tion as the original range image. While the convolutional
decoder can still produce coarse features or decoding arti-
facts, the Pixel Shuffle is particularly effective in recover-
ing fine information from features. Then, we concatenate
these features with the context features tc from the convo-
lutional stem and use a series of two convolutional layers
with 3×3 and 1×1 kernels respectively, each of them fol-
lowed by Leaky ReLU and batch normalisation, to obtain
the refined feature map tdec ∈ RDh×H×W .

3D refiner. Ultimately, we need to convert the pixel-wise
features from the range image space into point-wise pre-
dictions in the 3D space. Most prior range-projection based
methods first make pixel-wise class predictions and then un-
project them to the 3D space, where at inference time often

there is a post-processing step relying, e.g., on K-NN [36]
or CRFs [27]. The purpose of the latter post-processing step
is to fix segmentation mistakes related to the projection and
processing of 3D points in a 2D space (e.g., multiple 3D
points being projected on the same pixel, or 2D boundary
prediction errors for points that are actually far away in the
3D space). Instead, we follow the approach of KPRNet [26]
that proposes an end-to-end approach that learns this post-
processing step with a KPConv [47] layer.

KPConv [47] is a point convolution technique which
works directly on the original 3D points. It permits to
leverage the underlying geometry of the 3D point clouds
to refine features at the point level. So, in our network, we
project the 2D feature maps tdec of the 2D decoder back
to original 3D points by bilinear upsampling, thus obtain-
ing point-wise features with shape N ×Dh, where N is the
number of 3D points. Then, these point features are given
to the KPConv layer as input along with the 3D coordinates
of the corresponding points, which outputs Dh-dimensional
point features. Finally, the logits s ∈ RN×K are obtained
by applying a BatchNorm, a ReLU and a final point-wise
linear layer on these point features.

3.2. Implementation details

Training loss We use the sum of the multi-class focal
loss [30] and the Lovász-softmax loss [4]. The focal loss
is a scaled version of the cross-entropy loss [19] adapting
its penalty to the hardness of the samples, making it suited
for datasets with class imbalance, such as semantic segmen-
tation. The Lovász-softmax is developed specifically for se-
mantic segmentation and built to optimize the mIoU.
Inference As in [45], we use a sliding-window method
during inference. The network actually never sees the entire
range images during training but only crops extracted from
it. At inference, the range image is divided into overlapping
crops of the same size as those used during training. The
corresponding 2D features at the output of the decoder are
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Stem Decoder Refiner mIoU (%) #Params

Linear Linear 65.52 22.0M
Conv Linear 69.82 22.8M
Conv UpConv 73.83 24.6M
Conv UpConv ✓ 74.60 25.2M

Table 1. Model ablations. Results on the nuScenes validation
set with Dh = 192. The linear stem refers to the linear patch
embedding layer. When the 3D refiner layer (Refiner column) is
not used, we use the K-NN post-processing technique [36].

then averaged to reconstruct the entire feature map, which
is then processed by our 3D refinement layer.

4. Experiments
4.1. Experimental Setup

Datasets and metrics. We validate our approach for 3D
point cloud semantic segmentation on two different com-
monly used datasets: nuScenes [7] and SemanticKITTI [3].
We conduct most of our ablation studies on nuScenes and
compare against previous works on both nuScenes and Se-
manticKITTI. As evaluation metric, we use the mean Inter-
section over Union (mIoU) [16].

NuScenes [7] consists of 1,000 scenes of 20 seconds in
Boston and Singapore with various urban scenarios, light-
ing and weather conditions. The LiDAR sensor has 32
laser beams. Furthermore, there are 16 annotated seman-
tic classes and the dataset is split into 28,130 training and
6,019 validation point cloud scans.

SemanticKITTI [3] is created from the KITTI Vision
Odometry Benchmark [17] and consists of urban scenes
collected in Germany. Sequences 00-10 are used for train-
ing, except sequence 08 which is used for validation. There
are 19,130 training and 4,071 validation scans. Sequences
11-21 are used for test and they contain 20,351 scans. The
LiDAR sensor has 64 laser beams and there are 19 anno-
tated semantic classes.

Model and pre-trained weights. For all experiments, we
use the ViT-S/16 model [14] as the encoder. It has L=12
layers, 6 attention heads and D=384 channels, amounting
to approximately 21M parameters. Unless otherwise stated,
(a) this ViT encoder is initialized with weights pre-trained
on ImageNet21k [12] for classification and then fine-tuned
on Cityscapes [10] for semantic image segmentation [45];
(b) the stem, decoder and 3D refiner layers, which are al-
ways randomly initialized, use Dh = 256 feature channels.

Optimization. We use the AdamW optimizer [34] with
β1 = 0.9, β2 = 0.999 and weight decay 0.01. The batch-
size is 32 and 16 for nuScenes and SemanticKITTI, respec-
tively. For the learning rate lr, we use a linear warm-up
from 0 to its peak value for 10 epochs and then we decrease
it over the remaining training epochs to 0 with a cosine an-
nealing schedule [33]. In SemanticKITTI, we use 60 train-

Dh size 64 128 192 256

#Params 22.7M 23.7M 25.2M 27.1M

nuScenes mIoU (%) 74.00 74.12 74.60 75.21
SemanticKITTI mIoU (%) 58.48 60.73 60.45 60.55

Table 2. Impact of the channel size Dh used in the stem, de-
coder, and 3D refiner layers. Results on the nuScenes and the
SemanticKITTI validation sets.

ing epochs and the peak lr is 4 × 10−4. In nuScenes, we
use 150 epochs and the peak lr is 8 × 10−4 when training
from Cityscapes, ImageNet21k and random initializations,
and 2× 10−4 when training from DINO initialization.

Data augmentations. As point cloud augmentations we
use: (a) flips over the y axis (the vertical axis on the range
image), (b) random translations, and (c) random rotations
between ±5◦ (using the roll, pitch and yaw angles). All
augmentations are applied randomly with probability 0.5.
Finally, after range projection, we take a random image crop
with a fixed size of 32× 384 for nuScenes and 64× 384 for
SemanticKITTI. Note that the full size of a range image is
32× 2048 for nuScenes and 64× 2048 for SemanticKITTI.

4.2. What makes a ViT architecture for 3D semantic
segmentation?

Our aim is to adapt to LiDAR point clouds with the
fewest possible modifications of the standard ViT archi-
tecture [14], which already follows faithfully the original
self-attention Transformer design [51]. Differently from
ViT that performs classification on images, RangeViT per-
forms semantic segmentation of point cloud-derived range
images. We study here the possible choices for the input
processing and decoder layers using the nuScenes dataset.

Stem and decoder. In Tab. 1, we study the impact of
the convolutional stem and the UpConv decoder. To that
end, we report results using a linear patch embedding [14]
as a stem and a linear decoder.2 Starting from a model
with linear stem and linear decoder, introducing the pro-
posed convolutional stem leads to a significant mIoU boost
(65.52 → 69.82). This highlights the importance of hav-
ing a non-linear network component for producing appro-
priate input token features for the ViT backbone. In ad-
dition, when using image pre-trained ViTs (Sec. 4.3) the
convolutional stem can effectively steer the distribution of
input range images towards the image-based feature distri-
bution the ViT has been pre-trained on, leading to smoother
fine-tuning. Then, also replacing the linear decoder with
the proposed UpConv decoder leads to another notable im-
provement on mIoU (69.8 → 73.83), validating this design
choice. Finally, replacing the K-NN refinement [36] with

2The linear decoder consists of a simple 1×1 conv. layer, which pre-
dicts patch-wise classification scores, and a bilinear upsampling to reach
the input image resolution.
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Patch size 16× 16 8× 8 4× 16 4× 8 4× 4 2× 16 2× 8

mIoU (%) 68.45 72.04 72.72 73.30 73.70 73.88 75.21

#Tokens 49 193 193 385 769 385 769
Train time ×1 ×1.02 ×1.02 ×1.13 ×1.43 ×1.13 ×1.43

Table 3. Patch size ablations. Results on the nuScenes validation
set. The mIoU scores are in increasing order. The train time is
relative to the 16×16 patch size case.

the KPConv layer (in the 3D refiner layer), leads to a small
but non-trivial mIoU increase (73.83 → 74.60).

In Tab. 2, we study what is the impact, on the mIoU, of
changing the number of feature channels Dh on the stem,
decoder and 3D refiner layer. On nuScenes, we observe that
the results gradually increase when increasing the dimen-
sion Dh. In the SemanticKITTI case, Dh = 128 gives the
best results and further increasing Dh does not help. Note
that the size of the ViT’s embeddings is fixed at D = 384,
regardless of the Dh size.

What patch-size for range image “tokenization”? The
size of the input patch tokens is an essential factor for
controlling the trade-off between speed and accuracy per-
formance without changing the number of parameters in
the model. Intuitively, reducing the patch-size results in a
finer representation, but also a longer input sequence that
takes longer to process. Conversely, larger patches lead to
a coarser representation, yet faster inference. The perfor-
mance impact of the patch-size can sometimes match the
one of model size [45]. For simplicity, standard ViT models
use square patches of size 32, 16 or 8, as they are typically
trained on square images. In contrast, range images have a
much different aspect ratio (high width) and different layout
of the content in the image (rows of points corresponding to
LiDAR beams). With this insight, we revisit the practice
of using square patches and look into rectangular patches
with different aspect ratio (1:2, 1:4, 1:8) that would better
capture the specific local patterns of the range images.

Tab. 3 shows the mIoU scores for different patch sizes
for dividing the range image to patch tokens. Note that the
convolutional stem first produces pixel-wise features and
then, given a patch-size (PH , PW ), reduces the spatial di-
mensions of these features to (H/PH ,W/PW ) using local
average pooling. We observe that smaller patch area is bet-
ter but not necessarily with a square patch, commonly used
for ViT models. The wide range images benefit more from
rectangular patches (2 × 8 performing best). The smaller
patches enable the extraction of more fine-grained infor-
mation leading to more precise predictions for smaller and
thinner objects and points at object boundaries.

4.3. Exploiting image pre-trained ViTs

So far, we have studied the architectural choices neces-
sary for using ViT models for point cloud semantic segmen-
tation. The final RangeViT model preserves the ViT back-

Pre-training Rand DINO IN21k CS

mIoU (%) 72.37 73.33 74.77 75.21

Table 4. ViT pre-training on RGB images. Comparison of dif-
ferent weight initializations of the ViT encoder on the nuScenes
validation set. Rand: randomly initialized. The positional embed-
dings are initialized with the corresponding pre-trained weights or
randomly when training from scratch. The convolutional stem, the
decoder and the 3D refiner layer are randomly initialized.
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Figure 3. Training efficiency with image-pretrained ViTs.
Comparison of the validation mIoU curves for different weight
initialisations of the ViT encoder on the nuScenes validation set.

bone intact allowing us to initialize it with weights from
models pre-trained on large datasets. We study now whether
using such an initialization helps or not and what fine-tuning
strategies would be more suitable in this context.

Is pre-training on RGB images beneficial? In Tab. 4,
we study the effect of transferring to our task ViT mod-
els pre-trained on natural RGB images. In particular, we
explore initializing RangeViT’s backbone with ViTs pre-
trained: (a) on supervised ImageNet21k classification [14]
(entry IN21k), (b) on supervised image segmentation on
Cityscapes with Segmenter [45] (entry CS), which in its
turn was pre-trained with IN21k, and (c) with the DINO [9]
self-supervised approach on ImageNet1k (entry DINO).

We observe that, despite the large domain gap, using ViT
models pre-trained on RGB images is always better than
training from scratch on LiDAR data (entry Rand). For
instance, using the IN21k and CS pretrained ViTs leads
to improving the mIoU scores by 2.4 and 2.8 points re-
spectively. Additionally, as we see in Fig. 3, which plots
the nuScenes validation mIoU as a function of the training
epochs, using such pre-trained ViTs leads to faster train-
ing convergence of the LiDAR segmentation model. We
argue that this is a highly interesting finding. It means that
our RangeViT approach, by being able to use off-the-shelf
pre-trained ViT models, can directly benefit from current
and future advances on the training ViT models with nat-
ural RGB images, a very active and rapidly growing re-
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Fine-tuning IN21k CS
Model LN ATTN FFN mIoU (%)

(a) ✓ ✓ ✓ 74.79 75.21

(b) 67.88 68.03
(c) ✓ 69.08 69.31
(d) ✓ ✓ 73.56 72.77
(e) ✓ ✓ 75.11 75.47

Table 5. Partial ViT fine-tuning. We use a ViT encoder pre-
trained on ImageNet21k (IN21k) or Cityscapes (CS) and partially
fine-tune RangeViT on the nuScenes training set. The convolu-
tional stem, the positional embeddings and the UpConv decoder
are always fine-tuned. LN: fine-tuning the LayerNorm layers of
the ViT encoder. ATTN: fine-tuning the multi-head attention lay-
ers of the ViT encoder. FFN: fine-tuning the feed-forward network
layers of the ViT encoder. Model (a) is full fine-tuning of the net-
work. The results are reported on the nuScenes validation set.

Encoder ViT-S† ViT-S RN50† RN50 Identity

mIoU (%) 67.88 74.77 60.48 72.30 53.73

Table 6. Ablating encoder backbones. ViT-S and RN50 are pre-
trained on IN21k. †: the encoder remains frozen during training.

search field [23, 41, 48, 49]. Furthermore, from the small
difference between the mIoU scores with the IN21k and
CS pre-trainings, we infer that the pre-training can lead to
consistent performance improvements even if it is not on
the strongly-supervised image segmentation task, which re-
quires expensive-to-annotate datasets.

Which ViT layers is better to fine-tune? In the image
domain, several practices have emerged for fine-tuning a
pre-trained convolutional network on a downstream dataset.
Taking into consideration the domain gap between the pre-
training and downstream data and the amount of labeled
data available, the entire network can be fine-tuned or only
a part of it. Here the domain gap between RGB images
and range images is major and we would expect a full fine-
tuning of the network to be better. To understand how much
prior knowledge of the image pre-trained ViT is useful for
point clouds, we study different fine-tuning strategies: fine-
tuning all layers, only the attention (ATTN) layers or only
the feedforward network (FFN) layers.

In Tab. 5, we show results with these different fine-tuning
strategies. Interestingly, the best results are not achieved
with full fine-tuning (model (a)) but when the attention lay-
ers are kept frozen (model (e)). This suggests that the pre-
trained ATTN layers are already well learnt and ready to
generalize to range images. With CS pre-training ATTN
layers may capture the layout of the scenes more easily
without much fine-tuning, as the LiDAR scans have been
also acquired from urban road scenes. Fine-tuning FFN
may have more impact due to the different specifics of the
LiDAR data compared to RGB images. In addition, FFN
layers are in practice easier and more stable to optimize

Segmentation AccuracyGround Truth

Figure 4. Visualizing the segmentation accuracy. Left:
ground truth segmentation of validation point clouds of nuScenes,
coloured based on their label. Right: segmentation accuracy of
RangeViT – good predictions are in blue and the bad ones in red.

(they are essentially fully-connected and normalization lay-
ers) than ATTN layers that usually require more careful
hyper-parameter selection. These findings align with recent
ones from the image domain [48], confirming that the con-
volutional stems do steer the input LiDAR data to behave
like image data once on in the ViT backbone.

Ablating encoder backbones. In Tab. 6, we replace the
ViT-S encoder backbone of RangeViT with a ResNet-50
(RN50) encoder or the identity function (i.e., the decoder
follows directly the stem). Both ViT-S and RN50 are pre-
trained on IN21k. We see that switching from ViT-S to
RN50 decreases the mIoU from 74.77% to 72.30%. Fur-
thermore, when the backbones remain frozen (ViT-S† and
RN50† models), we reach 67.88% with ViT-S and 60.48%
with RN50, demonstrating that ViT features are more ap-
propriate for transfer learning to LiDAR data than CNNs.
Finally, with the Identity backbone, we achieve 53.73%,
which is more than 14 points worse than the ViT-S† model
that has the same number of learnable parameters.

4.4. Comparison to the state of the art

Tab. 7 and 8 report the final comparison on the nuScenes
validation set and on the SemanticKITTI test set includ-
ing class-wise IoU scores. We observe that our model
achieves superior mIoU performance compared to prior 2D-
projection based methods on both datasets, reducing the gap
with the strong voxel-based Cylinder3D [69] method.
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Voxel-based
Cylinder3D [69] 76.4 40.3 91.3 93.8 51.3 78.0 78.9 64.9 62.1 84.4 96.8 71.6 76.4 75.4 90.5 87.4 76.1

2D Projection-based
RangeNet++ [36] 66.0 21.3 77.2 80.9 30.2 66.8 69.6 52.1 54.2 72.3 94.1 66.6 63.5 70.1 83.1 79.8 65.5
PolarNet [66] 74.7 28.2 85.3 90.9 35.1 77.5 71.3 58.8 57.4 76.1 96.5 71.1 74.7 74.0 87.3 85.7 71.0
SalsaNext [11] 74.8 34.1 85.9 88.4 42.2 72.4 72.2 63.1 61.3 76.5 96.0 70.8 71.2 71.5 86.7 84.4 72.2
RangeViT-IN21k (ours) 75.1 39.0 90.2 88.4 48.0 79.2 77.2 66.4 65.1 76.7 96.3 71.1 73.7 73.9 88.9 87.1 74.8
RangeViT-CS (ours) 75.5 40.7 88.3 90.1 49.3 79.3 77.2 66.3 65.2 80.0 96.4 71.4 73.8 73.8 89.9 87.2 75.2

Table 7. nuScenes validation set comparison with state-of-the-art methods. The best results are bold and the second best results are blue.
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Voxel-based
Cylinder3D [69] 97.1 67.6 64.0 59.0 58.6 73.9 67.9 36.0 91.4 65.1 75.5 32.3 91.0 66.5 85.4 71.8 68.5 62.6 65.6 67.8

2D Projection-based
RangeNet++ [36] 91.4 25.7 34.4 25.7 23.0 38.3 38.8 4.8 91.8 65.0 75.2 27.8 87.4 58.6 80.5 55.1 64.6 47.9 55.9 52.2
PolarNet [66] 93.8 40.3 30.1 22.9 28.5 43.2 40.2 5.6 90.8 61.7 74.4 21.7 90.0 61.3 84.0 65.5 67.8 51.8 57.5 54.3
SqueezeSegV3 [60] 92.5 38.7 36.5 29.6 33.0 45.6 46.2 20.1 91.7 63.4 74.8 26.4 89.0 59.4 82.0 58.7 65.4 49.6 58.9 55.9
SalsaNext [11] 91.9 48.3 38.6 38.9 31.9 60.2 59.0 19.4 91.7 63.7 75.8 29.1 90.2 64.2 81.8 63.6 66.5 54.3 62.1 59.5
KPRNet [26] 95.5 54.1 47.9 23.6 42.6 65.9 65.0 16.5 93.2 73.9 80.6 30.2 91.7 68.4 85.7 69.8 71.2 58.7 64.1 63.1
Lite-HDSeg [42] 92.3 40.0 55.4 37.7 39.6 59.2 71.6 54.1 93.0 68.2 78.3 29.3 91.5 65.0 78.2 65.8 65.1 59.5 67.7 63.8
RangeViT-CS (ours) 95.4 55.8 43.5 29.8 42.1 63.9 58.2 38.1 93.1 70.2 80.0 32.5 92.0 69.0 85.3 70.6 71.2 60.8 64.7 64.0

Table 8. SemanticKITTI test set comparison with state-of-the-art methods. The best results are bold and the second best results are blue.

Class-wise IoU result analysis. In Tab. 7 and 8, we can
see that RangeViT often achives the best or the second best
class-wise IoU scores. In both datasets, the classes are im-
balanced and due to the sparsity and varying density of Li-
DAR point clouds, some classes (e.g., bicycle, pedestrian)
are represented with few, not necessarily structured points
per scene, so it is difficult recognize them. This prob-
lem could possibly be reduced by jointly processing point
clouds and RGB images, since RGB images might provide
extra cues about the outline and the shape of these objects.

4.5. Qualitative Results

We visualize the 3D point clouds with the ground truth
semantic labels as well as the predictions with CloudCom-
pare [18]. Fig. 4 shows the predictions of RangeViT on
three validation point clouds of nuScenes. We notice minor
errors such as man-made objects predicted as sidewalk and
imperfect borders for the vegetation. We also remark dif-
ficulties in recognizing pedestrians and confusion between
the driveable surface and the sidewalk for few points.

5. Conclusion
We studied the feasibility of leveraging (pre-trained)

ViTs for LiDAR 3D semantic segmentation with projection-
based methods. We discover that in spite of the significant
domain gap between RGB images and range images and

their high requirements of training data, ViTs can be suc-
cessfully used without any changes in the original trans-
former backbone. We achieve this thanks to an adapted tok-
enization and pre-processing for the ViT encoder and a sim-
ple convolutional decoder. We show that ViTs pre-trained
on large image datasets can be effectively repurposed for
LiDAR segmentation towards reaching state-of-the-art per-
formance among 2D projection methods. We release the
code for our implementation and hope that it could be used
as a testbed for evaluating the ability of ViT image “foun-
dation” models [6] to generalize on different domains.
Future work. Although the results are promising, there is
still room for improvement. For instance, we identified the
tokenization of LiDAR data as a crucial factor for success.
As future work, we could further improve this process, e.g.,
with FlexiViT [5] (random patch sizes) or Perceiver IO [25]
(learning to extract tokens), and consider tokenizing raw 3D
data instead of the 2D projections.
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